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Hypothesis testing 

Hypothesis testing: is the statement or an assumption about relationship 
between two or more variables. 

Based on sample evidence and probability theory, Hypothesis is the procedure 
which enable researcher to decide whether to accept or reject hypothesis.

A hypothesis test can also be used to determine whether the sample correlation 
coefficient r provides enough evidence to conclude that the population 
correlation coefficient ρ is significant at a specified level of significance.
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Hypothesis can be categorized into null hypothesis (𝐻0) and alternative 
hypothesis (𝐻𝑎)

A hypothesis test can be one tailed or two tailed
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(a)                      (b)

FIGURE (1): (A) TWO-TAILED TEST, (B) ONE-TAILED TEST



The hypothesis test for the Correlation Coefficient ρ

Procedure:

1.State the null and alternative hypothesis (State H0 and Ha).

2.Specify the level of significance (Identify ).

3.Identify the degrees of freedom (d.f. = n – 2).

4.Determine the critical value(s) and rejection region(s) (t-Distribution Table).
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The hypothesis test for the Correlation Coefficient ρ

Procedure (cont.):

5. Find the standardized test statistic

6. Make a decision to reject or fail to reject the null hypothesis (If t is in the 
rejection region, reject H0.  Otherwise fail to reject H0).

7. Interpret the decision in the context of the original claim
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Hypothesis testing for ρ
1. State the null hypothesis (𝐻0) and the alternative hypothesis (𝐻𝑎) 

A hypothesis test can be one tailed or two tailed
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Ha: ρ < 0  (significant negative correlation)

H0: ρ  0  (no significant negative correlation)

Ha: ρ > 0  (significant positive correlation)

H0: ρ  0  (no significant positive correlation)

Ha: ρ  0  (significant correlation)

H0: ρ = 0  (no significant correlation)

Left-tailed test

Right-tailed test

Two-tailed test



Hypothesis Testing for ρ
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In this text, only two-tailed hypothesis tests for ρ are considered.

2. Chose the levels of significance  , and the sample size 𝑛

The t-Test for the Correlation Coefficient

A t-test can be used to test whether the correlation between two 

variables is significant. The test statistic is r and the standardized 

test statistic is t

follows a t-distribution with n – 2 degrees of freedom.



Example 4 
The following data represents the number of hours 12 different students watched television 
during the weekend and the scores of each student who took a test the following Monday.

The correlation coefficient r  0.831.

Test the significance of this correlation coefficient significant at  = 0.01?
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Hours, x 0 1 2 3 3 5 5 5 6 7 7 10

Test score, y 96 85 82 74 95 68 76 84 58 65 75 50



Example 4: Hypothesis Testing for ρ

H0: ρ = 0   (no correlation) , Ha: ρ  0  (significant correlation)

The level of significance is  = 0.01.  

Degrees of freedom are d.f. = 12 – 2 = 10.

The critical values are  t0 = 3.169 and t0 = 3.169 (two tailed)

The standardized test statistic is 
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Example 4: Hypothesis Testing for ρ
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t0 = 3.169

t

0 t0 = 3.169

The test statistic falls in the rejection 
region, so H0 is rejected

At the 1% level of significance, there is enough evidence to conclude that there is a 
significant linear correlation between the number of hours of TV watched over the 
weekend and the test scores on Monday morning.

𝒕 ≈ −𝟒. 𝟕𝟐
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